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Goal — Mine High-Quality Opinions by C{“\NLP
Inspecting the Supporting Rationales ..., Lab
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Previous Approaches K\ La

National Taiwan University

* Opinion Classification Based on Post Content
« This type of approach classifies a post as useful or useless. It is
expensive to annotate a sufficient number of training instances for
different domains.

« Opinion Classification Based on Reader Feedback
« This type of approach leverages reader information such as the
number of Facebook likes. However, this kind of approach cannot
predict the quality of a post that was just published, as no reader
Information is available yet. It is also difficult to evaluate posts from a
new account or from accounts with few followers. Furthermore,
Twitter, Facebook, and Instagram plan to hide information about likes.
The above issues all decrease the feasibility of this kind of

approaches in future applications. ,
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High-quality posts from the crowd may share characteristics
with articles written by experts.

We use documents written by experts and the crowd as our
dataset, and train models to discriminate expert rationales
from the crowd’s rationales.

Leveraging the high accuracy of the models, we further use the
outcomes of the model to mine high-quality opinions from the
crowd.

If rationales written by the crowd are predicted to be expert
rationales, we infer that the quality of the opinions in these
documents is higher than that of the opinions in documents
predicted to be the crowd'’s rationales

We address issues of cold starts and few followers
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(RQ1) To what extent can we use stylistic and semantic features to
differentiate between rationales from professional analysts and
amateur investors?

(RQ2) If we are able to classify rationales successfully, which kind
of features is more useful?

(RQ3) Which approach is better, following high-quality opinions
mined by the proposed approach, or following opinions ranked
according to the feedback of social media users?



TASK SETTING G Lab



Quality Evaluation ({-wﬁNLEa
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* Quality Evaluation
« The more expert-like sentences in their posts, the higher quality
their posts (opinions) are

 Expert-like Sentence
« We postulate that the rationales of experts are credible rationale
« We attempt to capture expert-like rationales from the crowd
« |If a rationale from the crowd is classified as an expert’s rationale, either
the style or the wording of the rationale is similar to that of an expert.
« We further infer that opinions supported by such expert-like rationales
are of high quality.
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* In Chinese
» Professional analysts’ report from Bloomberg
« Manually Collected from PDF files
» Financial social media platform, PTT in Taiwan
* Rule-based
 Posts that do not follow the template will be deleted by the
administrator of the platform.

3. Analysis

Rationales

4. Enter/EXxit Strategies




Statistics

Sentence-Level

Stylistic Features

POS Tags
Dependency

Semantic Features

Word-Level
Char-Level

Analyst  Crowd
Unique characters 2,737 3,298
Unique tokens 15,696 27,474
Unique POS tags 49 53
Unique tag-tag-arcs 415 622
Unique incoming arcs 25 25
Training set (sentences) 32,000 32,000
Test set (sentences) 812 812
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Discriminating Analysts’ and Amateurs’ C{.“\NLP

Rationales ol JLab

(RQ1) To what extent can we use stylistic and semantic features to
differentiate between rationales from professional analysts and
amateur investors?
* Models discriminate expert rationales via both stylistic and
semantic features with high F1-scores.

Features Model Macro-F|
Stylistic
CNN 62.07
Dep. - arc BiGRU 61.54
CNN 61.04 Analyst
Dep. - TTA BiGRU 62.91 y
. CNN 70.16
ras BiGRU 73.34 23.41%
Semantic
’ , CNN B5.24
Word-level  piGRrU 85.74
BERT-CMNN K7.87

Character-level BERT-BiGRU 88.50

Venn diagram of wordings.
Fusion Models

BERT-BiGRU + BiGRU (POS) + BiGRU (TTA) 9(.32 1o
BERT-BIGRU + BiGRU (POS) + CNN (arc) 90.81* :




: .. : : .. NLP
Details of Mining High-Quality Opinions K\La
Posts: 2019/05/13 to 2019/06/18
Price: 2019/05/13 to 2019/09/11
« The global market was influenced by the China-United States trade

war
No overlaps between new dataset and the dataset used to train the
discriminating models
Maximum possible profit (MPP)
« Potential profit
« Potential of the selected opinions
Maximum loss (ML)
« Downside risk

‘1IPFth.rHEHz = {IT:I‘:.!.X'[HH, 1.7y) = Dr+1 II-"DI+| .1FPP|r,l.uﬂ-_,|.h = [{JI+| - I:'I'II'I'I.{L“+|IJ'] :I:II."'fJ;.H

MLpypish = (min( L[.r+l_]|"| ) = Ops1)/ O MLpearish = (Op41 — max(H 41 1y) )/Op41. 13
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Results of Mining High-Quality Opinions K\ La

Method Ranking Average MPP  Average ML
Random 11.94% -17.28%
First decile 8.88% -8.69%
Feedback Second decile 7.14% -10.73%
Top 2 deciles 8.53% -9.10%
First decile 17.61% -3.72%
Best FM Second decile 8.80% -8.67%
Top 2 deciles 13.09% -6.26%
First decile 15.78% -2.46%
BiGRU(POS) Second decile 10.52% -8.72%
Top 2 deciles 12.71% -6.11%

National Taiwan University
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Comparison with Analysts ' NLEab
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Comparison of MPP and ML.
Readability comparison. Average MPP _ Average ML
Analyst 22.30% -6.52%
Analyst Crowd Stylistic + Semantic 17.61% -3.72%
Average hard words 31.61  24.60 Stylistic 15.78% -2.46%
Sentences with complex semantics 6.86 2.66
Noun phrase modifier ratio 0.27 0.16 Statistics of mentioned stocks.
Content word density 0.87 0.86 Crowd  Analyst
Positive transition words 332 198 Stock Exchange Market 67.72% 66.89%
Negative transition words 0.99 0.93 Over-the-Counter Market 32.28% 33.11%
Number of personal pronouns 022 098 Average Market Capitalization (Million) 12,556 12,846
Number of negative words 0.11 1.24

Selected words in expert-like lexicon.

Word ELScore Word  ELScore
Price target 2.10  Short -1.72
Estimate 2.06 Guess -1.75
We 204 1 -1.75
Gross profit ratio 1.91 Pattern -1.71

Venn diagram of mentioned stocks.

N J6
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Comparison between Different Ranking C{“\NLE b
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(RQ2) If we are able to classify rationales successfully, which kind of

features is more useful?
« Due to the wording habits, we cannot glean bearish opinions from
amateur investors when we adopt semantic features.
« With stylistic features only, we can remove this restriction.

1074
1 Sty + Sem Stylistic

—+— Sty+Sem

~&— Stylistic

| 3
Pre— | s

2 % 4 % 6 % 8 % 10 % =
N S Te) . 3
Top high-quality opinions used User feedback

Average ML under different numbers of high-quality Venn diagram of documents in the first decile unider
opinions. “Sty + Sem™ denotes “Stylistic+Semantic™.  gifferent ranking methods. All numbers are in percentage (%



Aggregation of Analysts and Top-Ranked C{.“\NLP
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Average MPP Average ML

Analyst + Sty 20.55% -5.43%

Analyst + Sty + Sem 19.43% -6.67%

Analyst + User Feedback 19.26% -7.01%
At the Same Time Crowd Follow Analyst

19




Investor’s Claim-Rationale Dataset C{»\NLP
(ICRD) e <GP

— Professional analysts’ report from Bloomberg
* Manually Collected from PDF files

— Financial social media platform, PTT in Taiwan
* Rule-based

3. Analysis

Rationales

4. Enter/Exit Strategies




Free-Formed Arguments Extraction (f-whNLEa
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* Claim Detection
¢ Chung-Chi Chen, Hen-Hsen Huang, and Hsin-Hsi Chen. 2020.
NumcClaim: Investor's Fine-grained Claim Detection. In CIKM'20
« Rationale Detection
 Claim-Rationale Inference

Model Claim Detection Rationale Detection Inference

CNN 76.15 55.25 53.75
BiGRU 17.97 48.62 54.74
CapsNet 17.93 5247 51.97
BERT 79.86 57.69 56.96




FUTURE RESEARCH DIRECTIONS - e NLP
Enhancing Opinion Quality Evaluation via K\Lab
Argument Mining Notions
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Original Post

Argumentation Structure of Opinions

TSM's PE ratio is actually only 15.7~17.4 times!!!
Folks, let me tell you more numbers to let you know that

TSM is not expensive:

| The historical average range of stock market PE

ratio i1s 15~20.

o

about 23 10 24 times.

After 5 nanometers have also come out, it’s not too much
to eam 5 yuan a season, right? The EPS will casily be 2097

in one year

The current P/E ratio of stocks is about 16-17.
3. The current P/E ratio of semiconductor stocks is

The stock price goes up to 500 in 3 to 5 years! «— <
R1

I agree, | have bought TSMC for a long time,

this is already a belief Support
R2

It should be a reasonable estimate that eps 1s

close to 20 yuan after three years Support
R3

This time, some electronics factories have

cut orders to transfer orders. SMIC has the

support of the national team. All countries, | Attack
large and small factories, will be a threat to

TSM, and | don't think it will increase 500 in

the future

R4

It only doubles in 3~5 years. When the big | Anack

crash is full of cheap premium stocks, the
risk is not proportional to the recovery.

m
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Contributions C{:HNLFL)a
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« We present an important task—mining high-quality opinions—for
research focusing on extracting or using opinions from user-generated
textual data.

« We propose a novel approach to infer opinion quality by how “expert-
like” the rationale supporting the opinion is.

« We show that top-ranked crowd opinions mined by our approach are
comparable with the opinions of professional analysts in terms of
controlling downside risk.

« The future research directions are presented and explored with the
proposed pilot dataset, ICRD.



Related Events C{-whNLFL)ab
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FinNum-3: Investor's and Manager’s Fine-grained Argument Detection
« http:/ffinnum.nlpfin.com/

The Third Workshop of Financial Technology and Natural Language
Processing (FINNLP-2021)

« http://finnlp.nlpfin.com/

The 1st Workshop on Financial Technology on the Web (FinWeb)

« http://ffinweb.nlpfin.com/

EMNLP-2021 Tutorial: Financial Opinion Mining
Springer SpringerBriefs: Financial Opinion Mining (Available in 2021)
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https://forms.gle/RB90Qg90k6z5exulG6 27
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Feel free to contact us if you have any questions.

Chung-Chi Chen: cjchen@nlg.csie.ntu.edu.tw
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