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The Process of Numeric Values from News 

Articles to Headlines 
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Methodology

Base Architecture: Character-based Transformer

Two Different Forms:

(1) Token: whole value as a token

(2) Digit: represent the value digit by digit.

Two Different Settings:

(1) Numeral Category: year, month, date, percentage, price, and population

(2) Pre-train by Value Process Prediction:
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F1 Scores of Numeric Correctness (%)

(1) For the numerals copied directly from the news articles, the token-based model 
performs the best.

(2) For the numerals rounded or paraphrased from the news articles, the proposed 
pre-train process performs the best.

(3) We also find that add the category information is helpful for the overall results.
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Conclusion & Future Work

• We experiment with various methods to guide the generator to

process values from articles for headlines.

• The proposed pre-train task leads the model to correctly

generate numbers even in the extreme case of target values in

headlines are newly generated by rounding and paraphrasing.

• The results show the challenge of these processes, implying the

importance of numerical reasoning.

• Exploring numerical reasoning methods for generative

models is our future work.
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Related Events and Datasets



Please feel free to contact us if you have 

any questions.

Jui Chu: jchu@nlg.csie.ntu.edu.tw

Chung-Chi Chen: cjchen@nlg.csie.ntu.edu.tw


