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Motivation
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Semantics-Preserved Data Augmentation
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Experimental Settings

• Tasks

• Aspect category sentiment classification (ACSC)

• Aspect term sentiment classification (ATSC)

• Aspect term extraction (ATE)

• Multilingual Scenarios

• Multi-Aspect Multi-Sentiment Scenarios

• Stock Price/Risk Movement Prediction

• Baselines

• Back Translation (BT)

• Easy Data Augmentation (EDA)

• C-BERT (Random Masking Strategy)
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Aspect-Based Sentiment Analysis (English)
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Influence of Augmentation Size
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Multilingual Scenario
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Sentiment Analysis & Multi-Aspect Multi-Sentiment
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Stock Price/Risk Movement Prediction
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Conclusion

• We present a controllable augmentation for ABSA, which is controllable to

generate reasonable reviews without converting aspect-level polarity.

• We propose SPM to measure the impact of the related words on deciding specific

aspect and sentiment, and adopt two replacement strategies to ABSA tasks.

• The exploration in the financial application scenario also supports the usefulness

of the proposed method

Code & Datasets: https://github.com/Quant-NLP/SPDAug-ABSA

https://github.com/Quant-NLP/SPDAug-ABSA
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Related Works and Events

• Related Works

• From Opinion Mining to Financial Argument Mining. (Springer Nature – Open Access)

• http://springer.nlpfin.com/

• Related Events

• Call for Paper: Financial Technology on the Web @ ACM TWEB

• https://acmfinweb.nlpfin.com/

• FinNum-3 Shared Task @ NTCIR-2022 – Investor's and Manager’s Fine-grained Claim Detection

• EMNLP-2021 Tutorial: Financial Opinion Mining

• The Workshop of Financial Technology and Natural Language Processing (FinNLP @ IJCAI)

• The Workshop on Financial Technology on the Web (FinWeb @ WWW)

https://forms.gle/RB9Qq9ok6z5exu1G6Join Mail List for Latest News 

http://springer.nlpfin.com/
https://acmfinweb.nlpfin.com/
https://forms.gle/RB9Qq9ok6z5exu1G6


Feel free to contact us if you have any questions.

Chung-Chi Chen: cjchen@nlg.csie.ntu.edu.tw

Thank you for your attention!

http://cjchen.nlpfin.com/

https://forms.gle/RB9Qq9ok6z5exu1G6
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