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ABSTRACT

Social media’s rise in popularity has demonstrated the usefulness
of the wisdom of the crowd. Most previous works take into account
the law of large numbers and simply average the results extracted
from tasks such as opinion mining and sentiment analysis. Few
attempt to identify high-quality opinions from the mined results.
In this paper, we propose an approach for capturing expert-like
rationales from social media platforms without the requirement of
the annotated data. By leveraging stylistic and semantic features,
our approach achieves an Fl-score of 90.81%. The comparison
between the rationales of experts and those of the crowd is done
from stylistic and semantic perspectives, revealing that stylistic and
semantic information provides complementary cues for professional
rationales. We further show the advantage of using these superlative
analysis results in the financial market, and find that top-ranked
opinions identified by our approach increase potential returns by up
t0 90.31% and reduce downside risk by up to 71.69%, compared with
opinions ranked by feedback from social media users. Moreover, the
performance of our method on downside risk control is comparable
with that of professional analysts.
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1 INTRODUCTION

When expressing opinions, people not only indicate what to do or
what not to do, but also provide the rationale behind their viewpoints.
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The persuasiveness of this rationale influences the outcome of their
opinions. In this paper, we attempt to mine high-quality opinions by
inspecting the supporting rationales.

Free-form posts on social media platforms have increased rapidly
from the early 21st century. Many researchers have focused on
extracting opinions from social media and using them for various
applications. However, crowd opinions are not always useful because
of the inherent noise in the posts. Thus, a fine-grained analysis is
needed to evaluate the quality of crowd opinions. The approaches
can be roughly categorized into two types.

(1) Opinion classification based on post content: This type of
approach classifies a post as useful or useless. It is expen-
sive to annotate a sufficient number of training instances for
different domains.

Opinion classification based on reader feedback: This type
of approach leverages reader information such as the number
of Facebook likes. However, this kind of approach cannot
predict the quality of a post that was just published, as no
reader information is available yet. It is also difficult to eval-
uate posts from a new account or from accounts with few
followers. Furthermore, Twitter, Facebook, and Instagram
plan to hide information about likes. The above issues all
decrease the feasibility of this kind of approaches in future
applications.
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In this paper, we address issues of annotation cost, cold starts, and
few followers. We conduct experiments that show the usefulness
of the proposed approach. The methodology can be extended into
various application scenarios.

Our approach is based on a simple idea: high-quality posts from
the crowd may share characteristics with articles written by experts.
Therefore, in this paper, we use documents written by experts and
the crowd as our dataset, and train models to discriminate expert
rationales from the crowd’s rationales. Leveraging the high accuracy
of the models, we further use the outcomes of the model to mine high-
quality opinions from the crowd. That is, if rationales written by the
crowd are predicted to be expert rationales, we infer that the quality
of the opinions in these documents is higher than that of the opinions
in documents predicted to be the crowd’s rationales. In this paper, we
evidence the usefulness of this approach in the financial application
scenario, and experiment on the financial analysis reports from both
professional analysts (experts) and amateur investors (crowd).

Inspired by Basile et al. [2], who show that stylistic information
of posts is useful for predicting information about the writer such as
social stratification, we explore both stylistic and semantic features
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to identify expert-like rationales. In Section 5, we discuss in detail
the different cues provided by both features.

In this paper, we attempt to answer the following research ques-
tions:

¢ (RQ1) To what extent can we use stylistic and semantic fea-
tures to differentiate between rationales from professional
analysts and amateur investors?

o (RQ2) If we are able to classify rationales successfully, which
kind of features is more useful?

¢ (RQ3) Which approach is better, following high-quality opin-
ions mined by the proposed approach, or following opinions
ranked according to the feedback of social media users?

We will answer (RQ1) and (RQ3) in Section 4, and discuss (RQ2)
in Section 5. Experimental results provide positive and impressive
findings toward (RQ3).

For the experimental setup, we collect more than 70K sentences
related to trading rationales from reports of professional analysts
and from posts of amateur investors on social media platforms.
Following previous work [2], we use a dependency tree and part-of-
speech (POS) tags to represent stylistic information, and adopt BERT
pre-trained embeddings [12] to represent semantic information.

Our contributions are listed as follows.

(1) We propose a novel method to infer the persuasiveness of
rationales, and further use these results to mine high-quality
opinions from the crowd.

(2) We provide the pioneer results in identifying expert-like ra-
tionales from financial social media data.

(3) We explore a new direction in using crowd opinions, and
show clear differences between high-quality and low-quality
opinions from both profit and risk aspects.

The rest of this paper is organized as follows. In Section 2, we
give a survey on the previous works and compare them with our
proposed approach. In Section 3, we illustrate our task settings
and present statistics of the dataset for differentiating rationales
from professional analysts and from amateur investors. In Section 4,
we explore the approaches for rationale classification and further
compare the outcomes of opinions of different qualities. In Section 5,
we provide an in-depth discussion of the results of our approach,
and compare both stylistic and semantic information of rationales
from experts and the crowd. In Section 6, we further propose a
new dataset for future work to probe a novel extended task, claim-
rationale inference. In Section 7, we list some research directions for
future works based on the notions of argument mining. We conclude
this paper in Section 8.

2 RELATED WORK

In the last two decades, many works have focused on user-generated
content on the Internet, including blogs [35, 38], online forums [15,
39], e-commerce platforms [1], and social media [14, 28]. Most
of them attempt to mine opinions from various types of textual
data [16, 20, 27]. In contrast, only a few works attempt to evaluate
opinion quality. One related topic already explored is the helpfulness
of online product reviews. Ocampo Diaz and Ng [25] provide a
survey on advances in this regard. The ground truth of the dataset is
labeled by users on e-commerce platforms such as Amazon.com. As
this series of research focuses solely on e-commerce platforms, it

cannot be extended to other sites such as social media and other user-
generated text easily. As suggested in Ocampo Diaz and Ng [25],
future work should be explored on other platforms. In this paper, we
provide a general approach to mine high-quality opinions, and show
that the proposed approach can successfully mine the high-quality
opinions from financial social media platforms. In the future, the
proposed approach can be extended to various application scenarios
such as fake news detection and writing evaluations in education.

Feature-based methods have been developed to rank argumen-
tative comments [36] and product reviews [13]. To the best of our
knowledge, few works explore the quality of the rationales, i.e., the
reasons supporting their opinions, to rank the opinions. This work is
the first attempt to mine high-quality opinions via the persuasiveness
of the rationales.

Ying and Duboue [40] annotate a pilot dataset and classify ratio-
nales into four levels for educational purposes. In contrast to their
work, which simply uses a vanilla neural network model with seman-
tic information directly, we investigate both stylistic and semantic
information and show the importance of stylistic cues to capture
expert-like rationales. Furthermore, our novel approach does not
require labeled data. In this paper, we provide an in-depth discussion
of the applications of the captured expert-like rationales.

Financial social media data is a recent focus of researchers in
natural language processing and in the financial domain. Chen et
al. [6] propose numeral attachment, a new task to capture the relation
between cashtags and numerals in financial tweets. Lin et al. [24]
use sentiment on social media platforms to predict company sales.
Xu and Cohen [37] adopt both tweets and market prices to predict
stock movement. Few previous works on financial social media
data attempt to evaluate or rank investor opinions. The experimental
results in this paper show the returns following the top 10% of
opinions on financial social media platforms are 47.49% greater than
the returns following non-expert-like opinions. That supports the
necessity of opinion quality assessment.

Recently, some works explore the uses of the style of free-form
posts to extract information about the post writers. Basile et al. [2]
find that the stylistics of restaurant reviews can indicate the writer’s
social stratification. Zhang et al. [41] show that both writing and
photography styles can be used to identify the drug trafficker. In
this paper, we find that writing style yields opinions with the lowest
risk for trading. Our experiments show that high-quality opinions
characterized by an expert-like writing style reduce up to 85.76% of
downside risk.

3 TASK SETTING AND DATASET
3.1 Classification and Quality Evaluation

In this paper, we first postulate that the rationales of experts are cred-
ible rationales, and further attempt to capture expert-like rationales
from the crowd. In other words, if a rationale from the crowd is
classified as an expert’s rationale, either the style or the wording
of the rationale is similar to that of an expert. We further infer that
opinions supported by such expert-like rationales are of high quality.
In Section 4, we present evidence supporting our postulation.
Given the above rationales, we first train the models to classify
rationales from professional analysts and amateur investors on fi-
nancial social media platforms. Second, we use the outcome of the



Table 1: Dataset statistics.

Analyst Crowd
Unique characters 2,737 3,298
Unique tokens 15,696 27,474
Unique POS tags 49 53
Unique tag-tag-arcs 415 622
Unique incoming arcs 25 25
Training set (sentences) 32,000 32,000
Test set (sentences) 812 812

best-performing model to evaluate the quality of amateur investors’
opinions. That is, the more expert-like sentences in their posts, the
higher quality their posts (opinions) are.

3.2 Dataset

We collect analysts’ reports written in Chinese from Bloomberg Ter-
minal', and parse one of the largest financial social media platforms
in Taiwan, PTT Stock2. In analyst reports, analysts always use a sub-
section title to indicate key points in the subsection. In the content
of the subsection, they present the rationales that support these key
points. Thus, we extract the subsection content as the rationales of
the analyst. In the social media platform, users follow a template
to present their rationales and opinions about certain targets. Posts
that do not follow this template are deleted by the administrator of
the platform. Therefore, we use content between the “3. Analysis”
and “4. Enter/Exit Strategies” subtitles as the rationales of amateur
investors.

We further separate the content into sentences. Table 1 presents
the statistics of the dataset. We adopt the Stanford dependency
parser [9] to parse sentences, and use the POS tags of words and the
head with the incoming arc (tag-tag-arc) to represent the dependency
information. We also evaluate the performance using only incoming
arcs (arc). Note that we balance the instances of both analysts and
amateur investors to avoid data imbalance. As shown in Table 1,
the wordings of analysts and amateur investors vary widely, but the
stylistic features are similar. Note that all incoming arc features are
the same for both analysts and amateur investors.

4 APPROACH
4.1 Discriminating Expert Rationales

To represent the features, we use the skip-gram method to pre-train
word-level features, including 15-dimensional arc embeddings, 50-
dimensional tag-tag-arc embeddings, 30-dimensional POS embed-
dings, and 300-dimensional word embeddings. To represent the
character-level features, we use BERT (bert-base-chinese) [12], a
pre-trained Chinese sentence encoder which provides 768-dimensional
character embeddings.

We adopt convolutional neural network (CNN) [18] and bidirec-
tional gated recurrent units (BiGRU) [10] for word-level features
(dependency, POS, word token) to evaluate the performance on the
task of discriminating rationales. For character-level features, we
use the output embeddings of BERT as the input for both CNN and

Uhttps://www.bloomberg.com/professional/solution/bloomberg- terminal/
2hltps://Www.ptt.cc/bbs/Slock/index.hlml

Table 2: Experimental results discriminating analysts’ ratio-
nales and amateur investors’ rationales. (Dep. and TTA denote
dependency and tag-tag-arc, respectively. * denotes results that
are significantly different from the BERT-BiGRU model with
character-level features under McNemar’s test with p < 0.05.)

Features Model Macro-F1
Stylistic
D CNN 62.07
°p. - are BiGRU 61.54
CNN 61.04
Dep. - TTA BiGRU 62.91
CNN 70.16
POS BiGRU 73.34
Semantic
CNN 85.24
Word-level BiGRU 85.74
Character-level BERT-CNN 87.87
BERT-BiGRU 88.59
Fusion Models
BERT-BiGRU + BiGRU (POS) + BiGRU (TTA) 90.32
BERT-BiGRU + BiGRU (POS) + CNN (arc) 90.81%*

BiGRU models. They are named as BERT-CNN and BERT-BiGRU,
respectively. We use the Adam optimizer [19] in our models. To
avoid overfitting, we use a dropout layer with a 0.3 dropout rate and
early stopping with a patience setting of 5 epochs.

Fusion models are also constructed based on the experimental
results of the single input models. We concatenate the output of each
best-performing layer for different features and add a hidden layer
and a dropout layer to optimize the model parameters. Finally, the
softmax activation layer outputs the probability of each class. The
macro-averaged F1 score is adopted as the evaluation metric.

Table 2 shows the experimental results of different models. The
fusion model with incoming arc, POS, and character-level features
performs the best, and achieves 90.81% in macro-F1 evaluation
metric. Models with semantic features beat models with stylistic
features by more than 10% of marco-F1. In most cases, the BiGRU
architecture performs better than the CNN architecture.

The experimental results provide a positive answer to (RQ1).
Models discriminate expert rationales via both stylistic and semantic
features with high F1-scores. More discussion on the stylistic and
semantic features will be provided in Section 5 in an answer to
(RQ2).

Figure 1 illustrates the reason for the high performance of the
semantic features. Wording varies widely between analysts and am-
ateur investors. Only 20.35% of words are used by both analysts
and amateur investors. Table 3 shows the prediction results of the
best-performing model. Only 10% of the rationales of amateur in-
vestors are considered expert-like rationales. Based on the model
predictions, we infer that opinions supported by these top-10% ratio-
nales are high-quality opinions. In the next subsection we present
supporting evidence for this with an empirical study.
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56.24%
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Figure 1: Venn diagram of wordings.

Table 3: Prediction results of best-performing model.

Prediction
Analyst [ Amateur investor
Analyst 0.92 0.08
Actual Amateur investor 0.10 0.90

4.2 Mining High-Quality Opinions

For the following empirical studies, we collect a new dataset con-
sisting of posts on the same financial social media platform from
2019/05/13 to 2019/06/18. Note that there are no overlaps between
this new dataset and the dataset used to train the discriminating mod-
els in Section 4.1. As described in Section 3.2, we use the sentences
in the analysis section, i.e., content between “3. Analysis” and “4.
Enter/Exit Strategies”, as the expert-like rationale to score and rank
post opinions. We use randomly-selected posts and posts ranked by
the number of likes from other social media users as our baselines,
and compare them with the ranking results of the best fusion model
(Best FM), which use both stylistic and semantic features and the
best model with stylistic features, i.e., the BIGRU model with POS
features.

To calculate the maximum possible profit and the maximum loss
as the performance of each post, we use the adjusted price, i.e., the
prices from which we already remove the influence of corporate
actions such as dividends, before 2019/09/11. It can better reflect
the stock value and is commonly used in calculating the return.
The adjusted price is computed by the data provider. During our
backtesting period, the global market was influenced by the China-
United States trade war. Thus, our results are more meaningful than
those restricted to the long-term bullish market, especially in terms
of the measurement of downside risk.

We enter the market at the opening price on day t + 1 by fol-
lowing the opinion of the post on day ¢, and trace the maximum
possible profit and the maximum loss during the backtesting period.
In other words, we trace the unrealized return of the trading based
on the opinions of amateur investors. We are able only to trace the
unrealized return because most post authors present only opinions
(bullish/bearish) and rationales, and do not specify when to exit the
market, i.e., the timing to close their positions. For bullish opin-
ions posted on day ¢, the maximum possible profit (MPP) and the
maximum loss (ML) are calculated as

MPPpyjish = (max(H(z11,7)) — Or+1)/Ors1 (D

Table 4: Performance of opinion quality ranking methods.

Method Ranking Average MPP  Average ML
Random 11.94% -17.28%
First decile 8.88% -8.69%
Feedback Second decile 7.14% -10.73%
Top 2 deciles 8.53% -9.10%
First decile 17.61% -3.72%
Best FM Second decile 8.80% -8.67%
Top 2 deciles 13.09% -6.26%
First decile 15.78% -2.46 %
BiGRU(POS) Second decile 10.52% -8.72%
Top 2 deciles 12.71% -6.11%
MLypyjish = (min(L41,7)) = Or+1)/Or1 2

where O; denotes the opening price of day ¢, H(; 1) denotes a list of
the highest price of day ¢ to day T, L(; 1y denotes a list of the lowest
prices of day ¢ to day T, and T is the last day of the backtesting
period. For bearish opinions posted on day ¢, the MPP and the ML
are calculated as

MPPyegrish = (Os1 — min(L(Hl,T)))/Otﬂ 3

MLpearish = (Or+1 — maX(H(t+1,T)))/Ot+1~ (C))]

MPP sheds light on the potential profit, and also indicates the
potential of the selected opinions. ML, in turn, provides information
about the downside risk. We can use ML to determine whether the
opinion was posted at the right time, i.e., whether bullish (bearish)
opinions were posted at relatively lower (higher) price levels of the
target financial instrument.

Table 4 shows the performance of different ranking methods.3
Note that, we check the top 20% of amateurs’ posts of differ-
ent ranking methods manually to make sure the writer’s opinion
(bullish/bearish). Compared with randomly-selected crowd opinions
without any expert-like rationales, the top-ranked opinions mined by
our approaches are much better in terms of both evaluation metrics,
in particular the averaged ML. On the other hand, the outcomes of
our approaches also outperform the results of opinions ranked by
the number of likes given by social media users.

To answer (RQ3), we further separate opinions into more fine-
grained groups. We find that regardless of the kind of ranking method
adopted, the quality of the opinions ranked in the first decile is better
than the quality of those in the second decile. This shows the benefit
of using top-ranked crowd opinions.

In summary, a high-quality opinion not only provides a profitable
suggestion, but also controls the downside risk. We propose an ap-
proach that yields better ranking results than approaches using only
user feedback. Our approach can be used to evaluate the opinions
of new posts as soon as they are published. Moreover, the proposed
approach does not require annotated data.

3Some top-ranked posts do not contain opinions (bullish/bearish), i.e., they provide only
an analysis of the market; thus the valid samples in the first decile and the second decile
may not be equal, and the results of the top two deciles may not be equal to the average
of the first and the second deciles.



Table 5: Readability comparison.

Analyst Crowd

Average hard words 31.61 24.60
Sentences with complex semantics 6.86 2.66
Noun phrase modifier ratio 0.27 0.16
Content word density 0.87 0.86
Positive transition words 3.32 1.98
Negative transition words 0.99 0.93
Number of personal pronouns 0.22 0.98
Number of negative words 0.11 1.24

Table 6: Selected words in expert-like lexicon.

Word ELScore Word  ELScore
Price target 2.10  Short -1.72
Estimate 2.06 Guess -1.75
We 204 1 -1.75
Gross profit ratio 1.91 Pattern -1.71

S DISCUSSION

5.1 Comparison with Analysts

Firstly, we use the Chinese Readability Index Explorer [33] to an-
alyze the readability of the rationales of analysts and amateur in-
vestors. The statistics are shown in Table 5. We find that analysts
use more difficult words than amateur investors, and also use more
semantically complex sentences in their narratives. When reading
through a noun phrase, readers must keep in mind the head of the
noun phrase until they come to the modifier of the noun phrase.
That is, using noun phrase modifiers can make sentences more com-
plicated for readers. The noun phrase modifier ratio of analysts
is 68.75% higher than that of amateur investors. Just and Carpen-
ter [17] indicate that readers pay more attention to content words
when reading. According to the statistics in Table 5, content word
density is similar between the rationales of analysts and that of
amateur investors.

Analysts tend to use more positive transition words when de-
scribing their rationales. The number of negative transition words is
similar in the narratives of both analysts and amateur investors. We
also find that amateur investors tend to use more personal pronouns
when describing their rationales. Finally, analysts use few negative
words in their reports, but amateur investors use many.

Secondly, in order to analyze the wordings of both analysts and
amateur investors in-depth, we adopt the PMI measure as in previ-
ous work [23] to construct an expert-like lexicon, FinProLex.* The
expert-like score (ELScore) of a word is calculated as

p(w, analyst)
p(w)p(analyst)
where w is the target word, analyst denotes analysts’ reports, and
amateur denotes the posts of amateur investors.

We list selected words to explain our findings in Table 6. Ana-
lysts provide rationales to support their “price targets”, and amateur
investors tend to provide rationales to support their views (“long”

p(w, amateur)

ELScore,, =log, %)

082 p(w)p(amateur)’

4FinProLex: http://nlg.csie.ntu.edu.tw/nlpresource/FinProLex/

Table 7: Comparison of MPP and ML.

Average MPP  Average ML

Analyst 22.30% -6.52%
Stylistic + Semantic 17.61% -3.72%
Stylistic 15.78% -2.46%

or “short”). That is, analysts evaluate stock values, and amateur
investors attempt to predict price movement. “Gross profit ratio” and
“pattern” indicate the different focuses of analysts and amateur in-
vestors. Analysts evaluate stock value based on fundamental analysis
results, and amateur investors predict price movement using techni-
cal analysis such as technical indicators or chart patterns. The tone
of analysts is more conscientious than that of amateur investors. For
example, “estimate” yields a positive expert-like score and “guess”
yields a negative expert-like score. We also find cues in personal
pronouns such as “we” and “I”.

Several works have noted the importance of numeral information
in different domains [6, 30]. We calculate the numerals in the narra-
tives of both analysts and amateur investors, and find that numerals
occupy 12.53% and 7.68% of the space in analysts’ reports and posts
of amateur investors, respectively. This shows that analysts use more
numerals as evidence to support their opinions.

Thirdly, we compare the MPP and ML results of analysts with
top-ranked opinions mined by the proposed approach. According to
Table 7, we find that although analysts identify targets with higher
potential profit, the downside risk of trading based on analyst opin-
ions is 2.65 times that of the downside risk of following top-ranked
opinions of amateur investors. It shows that top-ranked opinions are
comparable with the opinions of professional analysts.

In sum, in this subsection, we provide a discussion of the stylistic
and semantic features of experts and the crowd in the financial
domain. We also show the difference in the narratives between
experts and the crowd. These insights can provide future research
directions for work in other domains, when other researchers attempt
to analyze expert opinions and opinions of the crowd. Furthermore,
we also show that top-ranked opinions of amateur investors can
reveal more suitable timing on relatively lower (higher) price levels
in the bullish (bearish) market than the opinions of analysts.

5.2 Case Studies

Although we show the differences between professional analysts and
amateur investors’ reports from readability and wording aspects, it
may be still hard to imagine these market participants’ reports. This
section provides some case studies to discuss what will be written
down in both reports and what will only exist in the reports from a
particular group.

Figure 2 shows an example of both reports. We highlight each
paragraph and adopt the notion of argument mining [31] to mark
these paragraphs. Most analysts describe some recent facts, and then
provide some analysis (rationales) to support their claims. Some
of them may provide suggestions at the end of the report. In ama-
teur investors’ posts, they will also describe events, provide some
analysis, and make claims. However, there are some differences as
follows. First, the amateur investors may use rumors (hearsay) as
rationales to support their claims, but the professionals may not use
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Amateur

Professional

Rumor indicates that UAVs has deep
cooperation with Amazon Rumor

| has established a position in 7. ann
P Position
Optimistic about his ability to deliver packages
in the next few years. UAV is the leader of U.S.
drones. Made in the US, so the China-US trade

conflictis better.  Fact & Rationale

There is no target price because it's really too
difficult to catch you never know who is the
next Tesla. There must be a Tesla-level
company running out of the drone. Claim

Shenghua applied for reorganization in 2014,
and Asahisoft’s operations have been hit hard.
In recent years, it has continued to adjust its
customer structure. Fact

In 2018, the assembly and shipments around
the motherboard increased significantly, driving
revenue Long, but the gross profit margin of
this part of the product is poor, and the profit is
still low. Rationale

Annual revenue and profit can return to the
high-end level of previous years. Estimated
2018 earnings per share is 1.08 yuan, an
annual increase 1,754%, the 2019 earnings per

| never hold slow stocks. share was 3.47 yuan, an annual increase of

I doesn't like 4% of group either. If you are the | 222%. Claim

believer of 4%, please don’t read my

recommendation, you will be mad! Chat | Short-term investors can pay attention to
buying points before and after the 2019 Lunar
New Year. Suggestion

Figure 2: Example of amateur’s and professional analyst’s re-
ports.

Figure 3: Venn diagram of mentioned stocks.

the unverified information. Second, some amateur investors may dis-
cuss their position, and few analysts show this information in their
reports. Third, some amateur investors may chat with other social
media users in their posts. Although it can be sometimes considered
as a suggestion, it is chit-chat in most cases.

On the other hand, whether the professionals and amateurs dis-
cuss the same stock in the same period is also an interesting question.
To answer this question, we compare the analysts’ reports (1,029
reports) collected from Bloomberg Terminal from Dec. 2018 to Jun.
2019 with 662 posts on the social media platform during the same
period. During this period, 294 stocks were mentioned in analysts’
reports, and 249 stocks were mentioned by amateur investors. Only
95 stocks were mentioned in both groups. These statistics show that
the amateur could provide additional information to those not ana-
lyzed by professional analysts, and vise versa. That is, professionals
and amateurs may pay attention to different financial instruments.
We also find that one high-quality post published on 2019/06/11 men-
tions the same stock that is also in the analyst’s report on 2019/04/15.
However, the sentiments of the post (bearish) and the report (bullish)
are different. It evidences the opinions of professionals and amateurs
are complementary.

In order to find out what the amateurs pay attention to and what
the professionals focus on, we compare the market capitalization
of the stocks mentioned by the investors. Figure 4 shows that the
crowd tends to mention more small market capitalization stocks in
both stock exchange market and over-the-counter market (OTC) than

Stock Exchange OoTC
Exchange - Analyst 15 OTC - Analyst

20
10

10
5
0 0

0 200 400 600 800 0 200 400 600

Rank of Market Capitalization Rank of Market Capitalization

20 Exchange - Crowd OTC - Crowd
10
10 5
0 0
0 200 400 600 800 0 200 400 600

Rank of Market Capitalization Rank of Market Capitalization

Figure 4: Comparison of the mentioned stocks from market cap-
italization ranking aspect.

Table 8: Statistics of mentioned stocks.

Crowd  Analyst
Stock Exchange Market 67.72% 66.89%
Over-the-Counter Market 32.28% 33.11%
Average Market Capitalization (Million) 12,556 12,846

professionals. It provides one possible reason for the complementary
phenomena. We further show the details of the mentioned stocks
in Table 8. The results indicate that the proportion of the stocks
mentioned in both the stock exchange and OTC markets is similar
in both groups. Additionally, we also find that the average market
capitalization of stocks mentioned by the crowd is about 300 million
lower than that of the stocks mentioned by professionals. It echos
the findings in Figure 4, again.

Whether professionals and amateurs mention the same target on
the same day is also an interesting question. To answer this question,
we provide the statistics based on the 95 overlap stocks. Since some
stocks may be mentioned several times during the period, we use
the first-mentioned date in both groups for analysis. About 54.74%
of stocks are mentioned by amateurs earlier. That means it is hard
to say whether the amateurs follow the opinions of professionals. It
is more likely that the investors in each group analyze stocks based
on their own views, and sometimes they may find the same stock’s
potential. We analyze two cases that amateurs mentioned one-day
earlier and two cases that professionals cited one-week earlier, and
get the following findings.

e Both amateurs and professionals may release their analyses
right after the monthly earnings report or the annual report.
Since amateurs can post their analyses anytime, they some-
times release reports earlier than professionals.

o In the posts where amateurs mentioned the same stock one-
week later than the professionals, “the quantity bought by
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Figure 5: Stock price movement of four cases.

foreign institutions™ is one of the listed reasons. It shows that

sometimes the amateurs follow the trading of professionals.

e One amateur sets a higher price target than the professional,
and one amateur makes a higher EPS forecasting than the
professional. On the other hand, one amateur sets a lower
price target than the analyst, and one amateur does not provide
the prediction of price or earnings. It may be hard to compare
the price targets and the EPS forecasting of the investors in
both groups by only four cases. However, in our previous
work [8], we show that the price targets from crowd investors
are more progressive than that of professional analysts.

e All cases are bullish posts, so that we can analyze how the
market reflects the investors’ opinions. Since those cases
in which crowd investors post earlier than professionals are
only one-day early, we assume that both amateur and profes-
sional mention at the same time. Figure 5 shows the results
of these cases.That remains one of the possible research di-
rections for future works: how the market reacts to the differ-
ent cases, including “mentioned at the same time”, “crowd
follow analysts”, and “analysts later than crowd”. In our pre-
vious work [5], we demonstrate one possible approach to test
the informativeness of the trading signal or events with the
Kolmogorov-Smirnov test.

5.3 Comparison between Different Ranking
Methods

As we show in Section 5.1, using semantic information better dis-
criminates expert rationales from crowd rationales because of the
varied wordings between these two groups. To answer (RQ2), how-
ever, stylistic features are more proper for capturing expert-like
opinions. There are two possible reasons explained below. Firstly,
compared with the approach using both stylistic and semantic fea-
tures, using stylistic features only reduces 33.87% of the downside
risk when we use the opinions of the first decile. In Figure 6, we

5 After the trading hours, the Taiwan Stock Exchange Corporation (TWSE) release the
trading volume of foreign and local institutions every day.
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Figure 6: Average ML under different numbers of high-quality
opinions. “Sty + Sem” denotes ‘“Stylistic+Semantic”.

Table 9: Aggregation of analysts and top-ranked posts.

Average MPP  Average ML

Analyst + Sty 20.55% -5.43%
Analyst + Sty + Sem 19.43% -6.67%
Analyst + User Feedback 19.26% -7.01%

compare the average ML under different numbers of high-quality
opinions, and provide other evidence to the effect that stylistic fea-
tures are best for controlling downside risk. Secondly, as we show in
Table 6, analysts tend not to use negative words. Due to the wording
habits of professional analysts, it may mean that we cannot glean
bearish opinions from amateur investors when we adopt semantic
features. With stylistic features only, we can remove this restriction.

According to Figure 7, we find that only 10.26% of posts are the
same under different ranking approaches. Most top-ranked posts
of our approach are different from those ranked by user feedback,
and over 50% of top-ranked posts mined using stylistic features
are different from those mined using both stylistic and semantic
features. This suggests that the results mined by different features
have different characteristics. Here, we have already compared these
approaches from both profitability and risk aspects. We leave anal-
ysis from other aspects and the development of ensemble ranking
approaches to future work .

Finally, we want to discuss one of the possible real-world ap-
plications of the proposed method. The investors can construct a
portfolio based on the opinions of both professionals and the crowd.
Table 9 shows the results of aggregating analysts and top-ranked
posts. We find that if the investors trading based on (1) the first decile
opinions sorted out by stylistic-based method and (2) the opinions
of professionals, the average MPP and ML are 20.55% and -5.43%,
respectively. That means we can reduce the downside risk by lower
the potential returns. These results also support that using stylistic
features is better than using both stylistic and semantic features,
again.
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Figure 7: Venn diagram of documents in the first decile under
different ranking methods. All numbers are in percentage (%).
“Sty + Sem” denotes ‘‘Stylistic+semantic”.

6 ADVANCED EXPLORATION

As shown in Section 3.2, we separate the rationales from the other
descriptions in the analysis reports of both professional analysts and
amateur investors by using the subtitles in these reports. That shows
our experiments are based on the well-formed documents and leads
to another research question: can we detect the rationales of investors
from free-formed documents? In order to explore this question, in
this section, we propose a pilot dataset, named Investor’s Claim-
Rationale Dataset (ICRD)®, and probe several models to show the
performance on free-formed document understanding.

6.1 Tasks in ICRD

There are two tasks in the proposed dataset, including (1) rationale
detection and (2) claim-rationale inference. In the rationale detection
task, we ask models to detect whether the given sentence is a ratio-
nale. For example, “Earnings growth is lagging peers and volatility
is significantly higher than processed food ones” is a rationale. How
to align the claim and the rationales is also an unexplored task in the
financial narrative. Thus, we propose the second task, named claim-
rationale inference. Given a claim, we need to find the rationales that
support the given claim. In this way, we can align the claim with the
rationales.

6.2 Construction of ICRD

Two experts working in the financial industry are involved in the
annotating process. Given a sentence from the analysis report, they
are asked to label whether the given sentence is the “claim” of
the investor. If the given sentence is the claim of the investor, they
further need to separate other sentences in the same paragraph into
two classes, including (1) “rationale” of the selected claim or (2) “not
rationales” of the selected claim. The third annotator is involved in
checking for those instances getting different labels. Finally, we get
21,444 claim-rationale pairs in this dataset. We use 70% of instances
as the training set, 10% of them as the development set, and 20% of
them as the test set.

SICRD: http://nlg.csie.ntu.edu.tw/nlpresource/ICRD/

Table 10: Macro-F1 scores of the experiments on ICRD. Infer-
ence denotes the claim-rationale inference task.

Model  Claim Detection Rationale Detection Inference
CNN 76.15 55.25 53.75
BiGRU 77.97 48.62 54.74
CapsNet 77.93 52.47 51.97
BERT 79.86 57.69 56.96

6.3 Experiment on ICRD

In addition to experimenting on ICRD, we also report the results of
the claim detection task proposed in our previous work [7]. In the
claim detection task, we aim at detecting whether the given sentence
contains a subjective opinion from the investor. For example, “We
upgrade our price target to 2,000 is a claim of an investor. We
adopt CNN, BiGRU, capsule network (CapsNet) [29], and BERT
to explore the proposed tasks. Because we consider all tasks as
a classification task, we use the macro-F1 score as the metric for
evaluation. Note that, in the claim-rationale inference task, we ask
models to determine whether the given sentence is the rationale
supporting the given claim. Table 10 shows the experimental results.
We find that detecting the claims is easier than detecting the ratio-
nales. The reason may be that most investors use the same words to
present their claims such as “estimate”, “price target”, “upgrade”,
and “downgrade”.

The experimental results also show the difficulty of the claim-
rationale inference task. Based on the results of claim detection and
rationale detection tasks, we can get a clue for this phenomenon. It
may be caused by the similarity of the narrative style of the rationales
and that of other sentences that describe the facts. For example, “BRF
shares are down by 39% YTD” is not a rationale related to any claim
in the report, but “PPOP was only down by 2% yoy” is a rationale
of the investor for supporting the estimation on the stock price. Both
sentences are similar but have different meanings. This makes the
tasks related to rationales detection more difficult.

In this section, we probe the rationale detection issue on free-
formed documents. With the proposed dataset and the experiments
with several models, we provide the first exploration of this topic
and show the difficulty of the proposed tasks. However, based on
our findings in Table 4, we can get more profit and take less risk by
using the results of evaluating the rationales of the investors. Further
exploration of detecting the rationales is still needed. We will release
the annotations of the proposed dataset under the CC BY-NC-SA
4.0 license.

7 FUTURE RESEARCH DIRECTIONS

In the past, many works [4, 11, 24] focus on the sentiment only in
financial opinion mining, and few discuss the rationales and the qual-
ity of the investors’ analysis. In this paper, we show the importance
of evaluating the rationales of investors. The experimental results
support that the proposed direction is promising. The concept of
these explorations can also be considered as the investigation from
opinion mining in finance to financial argument mining. To facilitate
the development of this direction, we present the concept of argu-
ment mining in financial narratives in this section as the suggestions
for future works.
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Figure 8: Professional analyst’s arguments.
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Figure 9: Toulmin’s argumentative model.

7.1 Elementary Argumentative Units

Argument mining is one of the hot topics in recent years [3, 21, 26].
Different from opinion mining and sentiment analysis, which fo-
cus on predicting the main claim (positive/negative) only, argument
mining aims to analyze the arguments (claims and premises) sup-
porting the main claim and further evaluate the persuasiveness and
the rationality of a document.

As one of the fundamental rhetorical modes, argumentation is
frequently applied in financial narratives. Taking Figure 8 as an
example, opinion mining researches pay the attention to predicting
the market sentiment (overweight/neutral/underweight) based on the
narrative in the report, but do not take the reasons and the persuasive-
ness or rationality of these reasons into account. Imagining that if
there are two reports, one provides overweight rating to the stock of
The Michaels Companies, Inc. and the other one gives underweight
rating to this stock, should we conclude that currently investors’
market sentiment is neutral to this stock? Clearly, the answer to
this question should be no. Thus, how to compare the arguments in
both reports and evaluate their rationality is the next step that we
should focus on. In Section 6, we explore the first step to separate
the free-form narrative into claims and rationales (premises). As the
start point for entry financial argument mining, in this section, we
introduce the elementary argumentative units of investor’s opinion in
Figure 8 based on the notion of Toulmin’s argumentative model [32]
shown in Figure 9.

Claim and premise are two basic units in an argumentation. Claim
is the subjective view of the investor, and premise is the objective
facts used to support the claim. In Figure 8, the underlined sentences
are the claims of the analyst, and the other sentences in the same
point are the premise of the claim. That is, premise can also be
called rationale. Warrant is the background knowledge that makes
the investors infer the claim based on the premise, and backing is
used for supporting the warrant. For example, in the first point in
Figure 8, the analyst infers a claim (“EPS growth”) based on the
premise (“improve margins through labor efficiency”). The warrant

is that we can make more products in the same work hours with
the improvement of labor efficiency, and it will also lead to the
growth of income. In this case, the backing is the common sense in
accountancy. In most real-world scenarios, the warrant and backing
are implicit information in the argumentation. Normally, it is not
written down in the documents.

In argumentative models, qualifier stands for the strength of the
claim, which can be the rationality of the inference or the confidence
of the investors. In Figure 8, we can take the price target as a proxy
for the confidence of the analyst. That is, the analyst concludes that
the stock price will rise from 10.18 to 16, and the difference between
the close price and the price target, i.e., 48.18%, could be the qualifier
of this report. Finally, rebuttal stands for the counterarguments that
defeat the claim. Because the report in Figure 8 is the opinion of one
analyst, there do not exist rebuttal cases. We will explain rebuttal in
detail in Section 7.3.

7.2 Argumentation Structure in an Opinion

After extracting each argumentative unit, we need to link these units
and make inferences based on the extracted information. For exam-
ple, in Section 6, we infer whether the given description can support
the given claim. Figure 10 shows the argumentation structure of the
analysis report in Figure 8. In this report, the main claim (MC) on the
stock of Michaels is overweight. The analyst makes six claims (c) to
support the main claims, and each claim is supported by a different
number of premises (p). The structure from p; to the MC is called a
sequential structure, where w denotes the rationality of the premise
to the claim and g stands for qualifier. The structure of (pz, ps3, c2, ¢3)
is named linked argument, where p, supports c2 and c3 is also sup-
ported by c3 with p3. Some claims like ¢4 may not be supported by
any premises. The structure of (pa, cs, ¢6) is a divergent argument,
where two claims are supported by the same premise. The full ar-
gumentation structure is a hybrid structure. Previous works show
that encoding the argumentation structure into models is useful for
evaluating the quality of persuasive essays [34] and the persuasion
of online debates [22]. However, few studies adopt the same idea for
analyzing the investor’s opinion. In Figure 10, we not only provide
an example of forming the investor’s opinion in an argumentation
structure, but also indicate that evaluating each pair’s rationality
and giving weights for the edge can help us better understand the
financial narratives. With the rationality scores, the argumentation
structure becomes a directed weighted graph. This kind of anatomy
is much closer to an investor’s behavior when reading a report.

7.3 Argumentation Structure of Opinions

In financial market, investors debate on the price movement all the
time. Figure 11 shows an example of the argumentation structure
of the opinions, comprising a discussion on an online forum. The
original post makes a claim on the TSM’s price and provides several
premises from different aspects. The first reply (R1), which agrees
with the original post, can be considered as supporting the main
claim of the original post. The second reply (R2) supports one of
claims of the original post. The third and the fourth replies, R3 and
R4, attack the main claim of the original post from different aspects.
In this case, R3 and R4 are the rebuttals of the claim in original post.
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Figure 11: Argumentation structure among opinions.

On an online debate platform, debaters discuss the given topic
for several rounds, which is similar to the online financial forum
discussions. Investors discuss the possible price movement direction
for several rounds from different aspects. In this way, we can adopt
the concept of support/attack from argument mining to evaluate
the rationale or persuasiveness of the original post. We can further

construct a larger argumentation structure, where all arguments of
the investors are connected with the edges denoting bullish/bearish
stance toward certain financial instrument. By comparing the ratio-
nales from the investors stand in both stances, we could not only link
the opinions from different investors and different documents to a
graph, but also provide an explanation on the decision process.

7.4 Opinion Quality Evaluation

Because the arguments and the main claim are closely interconnected
and inseparable, to determine the weights on the edges (w and ¢) in
argumentation structure is the topic that we need to explore in the
future. In most arguments, the qualifier is an implicit term and is hard
to be inferred. In financial narratives, some information can be used
as the qualifier. For example, the price target may be a good proxy
for evaluating qualifier. In Figure 8, the professional analyst sets the
price target at $16. In the original post in Figure 11, the amateur
investor expects the price will go up to $500. These instances show
that investors make a claim with some estimations. By comparing
the estimation with the market information, we can get the qualifier
of the investor’s claim. However, this kind of information is related
to the confidence of the investor instead of the quality of the claim.
For example, the close price of TMC at the post date of the original
post in Figure 11 is 280. That means the amateur investor sets
a progressive price target, and the qualifier of this post could be
% = 78.57%. Should we evaluate the trustworthy or the quality
of the claim based on the qualifier? In our opinion, the answer may
be no. Evaluating the premises supporting the claim can be explored
to select trustworthy or high-quality opinions. That is, estimating w
in Figure 10 is more important for finding good claims. In the future,
the argumentation structure in financial narratives could be encoded
to neural network models. Based on the experience of other works
in argument mining [22, 34], we expect that downstream tasks can
be improved by the fine-grained analysis of the investor’s opinions.



In this paper, we address the problem that evaluating the rationales
of a given investor’s analysis. In addition to evaluating the rationales
of a single opinion, constructing the argumentation structures based
on multiple opinions discussing the same financial instruments can
also help us understand other investors’ views. The notions of “sup-
port” and “attack” in Figure 11 are also necessary weights that we
need to analyze in the future. The support posts could increase the
trustworthy of the target post, and may provide additional premises
for the target post. Because most investors only write the analysis
to support their main claim, we can seldom see the discussion from
both stances in a single post. Thus, the attack posts are very impor-
tant because they could provide opinions from opposite viewpoints.
Furthermore, the rationality of the support and attack posts may
also influence the effectiveness of these posts toward the target post.
Although the proposed directions are intuitive actions for humans
when reading an investor’s report, few works explore these directions
in financial narratives to the best of our knowledge. We believe that
our community will become much closer to human-level language
understanding in the financial domain with the proposed ideas of
financial argument mining.

8 CONCLUSION

We present an important task—mining high-quality opinions—for re-
search focusing on extracting or using opinions from user-generated
textual data. We further propose a novel approach to infer opinion
quality by how “expert-like” the rationale supporting the opinion
is. Experimental results show the effectiveness of our approach and
the usefulness of using top-ranked opinions. We further show that
top-ranked crowd opinions mined by our approach are comparable
with the opinions of professional analysts in terms of controlling
downside risk. We also provide an in-depth discussion of expert writ-
ing styles and wording. The future research directions are presented
and explored with the proposed pilot dataset, ICRD.

In the future, we plan to extend our approach to different applica-
tion scenarios, such as (1) finding online reviews worth consulting
by comparing the rationales of professional commentators with the
crowd and (2) evaluating the credibility of online articles by com-
paring the news articles of professional journalists.
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