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ABSTRACT
Previous studies on the financial news focus mainly on the news

articles explicitly mentioning the target financial instruments, and

may suffer from data sparsity. As taking into consideration other

related news, e.g., sector-related news, is a crucial part of real-world

decision-making, we explore the use of news without explicit tar-

get mentions to enrich the information for the prediction model.

We develop a neural network framework that jointly learns with

a news selection mechanism to extract implicit information from

the chaotic daily news pool. Our proposed model, called the news

distilling network (NDN), takes advantage of neural representa-

tion learning and collaborative filtering to capture the relationship

between stocks and news. With NDN, we learn latent stock and

news representations to facilitate similarity measurements, and

apply a gating mechanism to prevent noisy news representations

from flowing to a higher level encoding stage, which encodes the

selected news representation of each day. Extensive experiments

on real-world stock market data demonstrate the effectiveness of

our framework and show improvements over previous techniques.

CCS CONCEPTS
• Computing methodologies→ Artificial intelligence; Natu-
ral language processing.
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1 INTRODUCTION
Financial news is one of the important and focused textual resources

in the financial domain. Lots of previous works present models to

extract the information embedded in financial news, and evidence

their models via stock market prediction task [2, 18]. However,

using only news articles that make explicit mentions of specific

stocks ignores topics potentially related to the target stock. That

is, the presence of related information is not limited to news with

explicit mentions of a stock. For example, the article “Sales of PS4
Breaks 6 Million in Japan and Beats Switch First Time”, published on
2018/01/19, would be expected to influence the stock movements

of supply chain vendors for that product. Figure 1 lists the related

suppliers and their share prices corresponding to the date. Although

the boosted sales could benefit the related suppliers, none of the

suppliers’ names are mentioned in the article. Therefore, when

filtering out news articles that lack specific company names during

preprocessing, crucial information is taken out of consideration.

Based on this observation, implicitly related news articles could be

integrated as a source of information. This calls for a model that

effectively extracts relevant news articles from the chaotic daily

news pool.

Investors bridge the implicit relation by domain knowledge and

then make a financial decision. In previous works [11, 17, 23], mod-

els are fed by manually selected news articles that mention the

target stock. They do not own the ability to distill the chaotic daily

news into models automatically. To deal with this deficiency issue,

we propose the news distilling network (NDN), a deep learning

based framework integrated with collaborative filtering to predict

stock trends. This framework ranks and selects the related news

articles on the fly by the relevance score from collaborative filtering

and fed them into the neural networks.

In addition to the implicit information issue, the sample temporal

sequences for training are sparse because most companies are not

mentioned daily. Thus the sparsity of training samples complicates

https://doi.org/10.1145/3404835.3462999
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Date TAIEX Foxconn Delta Electronics

Price

(NTD)

2018/1/17 11004.80 93.4 139.0

2018/1/18 11071.57 93.8 143.0

2018/1/19 11150.85 96.9 144.5

2018/1/22 11231.46 96.6 149.0

Return (%)

2018/1/18 0.61% 0.43% 2.88%

2018/1/19 0.72% 3.30% 1.05%

2018/1/22 0.72% -0.31% 3.11%

CAR3 1.38% 5.00%

Figure 1: Example of implicit stock mentions impacting re-
lated companies.

the development of prediction model. By taking implicit informa-

tion into consideration, i.e., widely leveraging information from

daily news, we are able to generate a dense temporal sequence.

The main contributions of this work are threefold: (1) We point

out the limitation of market movement predictions based only on

the news articles that contain companies’ names, called explicit

news. (2) We propose a novel model for imitating the real-world

decision-making process by creating a dense temporal sequence of

news. (3) The experimental results show that the proposed model

performs the best on both accuracy and profitability.

2 RELATEDWORK
Simulating the decision-making process of the investors has long

been an attractive research topic [14]. Conventionally, researchers

use a stock market prediction task to evaluate how much infor-

mation is captured by their models. Some works simulate the

decision-making process based on the technical analysis, and focus

on mining the trading patterns from structured data such as market

price [8, 26]. Some works simulate the process based on fundamen-

tal analysis with the textual data such as financial news [11, 17]

and earnings call [14, 20, 24]. Although Liou et al. [16] explore the

implicit information in the financial news, they do not apply it in

the real-world application scenario, i.e., stock movement predic-

tion. In this paper, we aim to enrich the model with the implicit

information by simulating the investors’ thoughts when reading

financial news.

With advances in deep learning, models can induce useful hid-

den features from raw text and have achieved impressive perfor-

mance in stock movement prediction. Ding et al. [6] propose an

approach to learn dense vector representations for financial events

extracted from news text to address the problem of feature spar-

sity. In addition, neural networks are further used to incorporate

external knowledge to enrich event representation [7]. More re-

cently, Hu et al. [11] mine news sequences directly from text with

a hierarchical attention mechanism for stock trend prediction. Xu

et al. [23] introduce neural variational inference into hierarchical

attention networks to better incorporate stochastic factors. Liu et

al. [17] consider the title and content of news separately and use

a complementary attention mechanism to avoid capturing redun-

dant information from the title and content. The major problem

of the previous work is that they focus on the news with explicit

stock (company) mentions, yielding a prediction model limited to a

worm’s eye view of the market environment. In contrast, we pro-

pose news distilling networks to utilize the dense temporal news

sequence consisting of explicit news and implicitly related news,

together with the concept of collaborative filtering [3, 10, 21, 25].

3 METHODOLOGY
3.1 Problem Formulation
We adopt the cumulative abnormal return, which is often used to

evaluate the impact of news on a stock price, as our prediction

target. Given a target stock 𝑠 within an 𝑛-day event window, the

cumulative abnormal return (CAR) is defined as

𝐶𝐴𝑅𝑠,𝑛 =

𝑛∑
𝑑=1

(𝑅𝑠,𝑑 − 𝑅𝑑 ) (1)

where 𝑅𝑠,𝑑 denotes the return of a specific stock 𝑠 on day 𝑑 and 𝑅𝑑
represents the return on an index such as the Dow Jones or the S&P

500 during the same period. We follow previous works [4, 5, 22] to

set 𝑛 as 3. Furthermore, we treat stock movement prediction as a

binary classification problem. RISE and FALL classes are defined

based on the polarity of cumulative abnormal return.

3.2 News Distilling Networks
To approximate real-world financial decision-making and take into

account the sparsity of training samples, we propose the news dis-

tilling networks (NDN). NDN is a neural network-based framework

that leverages related information and tames the chaos of unrelated

news by combining a collaborative filtering mechanism (CFM) with

hierarchical attention networks.

3.2.1 Collaborative Filtering Module. Let𝑀 and 𝑁 denote the num-

bers of considered stocks and news in the collected dataset, re-

spectively. An interaction between a stock 𝑠 and a news article 𝛾

indicates if the stock is explicitly mentioned or labeled as implic-

itly related in the news article. A stock-news interaction matrix

𝐴 ∈ {0, 1}𝑀×𝑁 is then defined as

𝑎𝑠,𝛾 =

{
1 if interaction(s, 𝛾 ) is observed
0 otherwise

(2)

Given a target stock and a set of news articles, we seek to mea-

sure the relevance between them. The news articles with higher

relevance are selected to flow into the next layer. Thus the news

distilling problem is treated as the problem of estimating the rele-

vance scores of entries in 𝐴, which are then used to rank the news

articles. Here we apply generalized matrix factorization (GMF) [10]

to learn the stock latent vector 𝑝𝑠 ∈ R𝐾1
and news latent vector

𝑞𝛾 ∈ R𝐾1
with embedding size 𝐾1. The estimation of relevance

through a projection function consists of an element-wise product

operation and a fully-connected layer:

𝑎𝑠,𝛾 = 𝜎

(
𝑊𝑇
𝑔

(
𝑝𝑠 ⊙ 𝑞𝛾

)
+ 𝑏𝑔

)
(3)

where ⊙ denotes the element-wise product of vectors, and𝑊𝑔 and

𝑏𝑔 are the weights and bias in the fully-connected layer, respec-

tively. The output score is mapped to the range from 0 to 1 using

the sigmoid function 𝜎 (𝑥) = 1/(1 + 𝑒−𝑥 ). The loss function for up-

dating CFM is binary cross-entropy. We uniformly sample negative

instances from unobserved interactions and control the sampling

ratio w.r.t. the number of observed interactions. In addition, for



simplicity, we denote the output 𝑎𝑠,𝛾 as an estimated relevance

score 𝑟𝑠,𝛾 hereafter.

3.2.2 News-level Encoding. To control memory costs, a news ar-

ticle is in terms of sentence-level representations by averaging

pre-trained 100-dimensional word vectors for each sentence using

FastText [13]. Given a target stock and a set of news articles, a news

encoding layer encodes each sentence into a news vector 𝜏𝑑,𝛾 ∈ R𝐾2

for the i-th news on day d using bidirectional gated recurrent units

(Bi-GRU) [1, 9].

3.2.3 News Article Selection. Given the target stock s, the news
representation 𝜏𝑑,𝛾 ∈ R𝑘2 for the news article 𝛾 in day d is sorted

by the relevance score 𝑟𝑠,𝛾 from the CFM; the top k news represen-

tations are allowed to flow to the next layer via a gating mechanism.

Specifically, a binary mask𝑚 is used to control the gate and zero

the representation vector of news ranked lower than the top k. In
this work, we set k to 25 according to experimental results. Since

the selected news articles may not equally contribute, we introduce

an attention layer to focus on informative news.

3.2.4 Dense Temporal Encoding. The news articles published closer
to the target date of stock prediction may have more impact than

those already published for several days. Thus we model the dense

temporal sequence using bi-directional GRUs and capture temporal

patterns using an attention layer with a global context vector.

3.2.5 Prediction and Loss Function. Given a hidden representation

for the whole news collection within the considered days, a dis-

criminator, a network with a single fully connected layer, is used

to generate a binary classification for the stock trend movement.

The loss function of the hierarchical attention network is binary

cross entropy as follows:

L𝑁𝐷𝑁 = −
𝑁∑
𝚤=1

𝑦𝚤 log𝑦𝚤 + (1 − 𝑦𝚤) log (1 − 𝑦𝚤) (4)

where 𝑁 is the number of training samples, and 𝑦𝚤 and 𝑦𝚤 denote

the ground truth and predicted movement, respectively.

3.2.6 Training and Inference Procedures. Based on the loss function
and the proposed networks, NDN, the overall learning process can

be described as Algorithm 1. There are two stages for pre-training

CFM and jointly learning with NDN. To begin with, given the

existing interaction dataset, we initialize the parameters in CFM

by training with both positive and negative samples. Second, for

training the main network NDN, we combine the loss from CFM

and NDN itself to be L𝐽 𝑜𝑖𝑛𝑡 , i.e., L𝐽 𝑜𝑖𝑛𝑡 = L𝐶𝐹𝑀 + L𝑁𝐷𝑁 . The
integrated loss is then propagated to CFM and NDN for jointly

learning. In this way, the CFM is learned to select news articles

based on both co-occurrence and content relatedness since the

hidden features in NDN is encoded by news content.

As for the inference stage, we could utilize stock labels mapped

from sector labels, which can be easily derived from most of the

financial websites, to solve the cold start problem caused by unseen

news articles and update the CFM within a few epochs.

Algorithm 1 Parameter updating algorithm of NDN

Input: Interaction datasetV andV−, negative sampling rate 𝜂,

News sequences dataset X =
{
(𝑥𝑖 , 𝑦𝑖 )

}𝑁
𝑖=1

,

Incoming interaction datasetV𝑛𝑒𝑤
Collaborative Filtering Module (CFM) C𝜃
News Distilling Network DΦ

Output: Parameters of the network.

1: procedure pre-training CFM

2: while loop until convergence do
3: Sample {𝐵𝑝 }𝑝=1,...,𝑢 ∈ V
4: Sample {𝐵𝑛}𝑛=1,...,𝑣 ∈ V− ⊲ 𝑣 = 𝜂𝑢

5: 𝑎𝑖 ← C𝜃 (𝑥𝑖 ), 𝑥𝑖 ∈ 𝐵𝑝 ∪ 𝐵𝑛, 𝑖 = 1, ..., 𝑢 + 𝑣
6: Update 𝜃 via L𝐶𝐹𝑀 with Stochastic Gradient Descent

7: return 𝜃
8: procedure joint learning process for NDN

9: while loop until convergence do
10: Sample {𝐵𝑠 }𝑠=1,...,𝑁 ∈ X
11: Sample {𝐵𝑝 } ∈ V𝑛𝑒𝑤 with (news, stock) pairs in {𝐵𝑠 }
12: 𝑎𝑖 ← C𝜃 (𝑥𝑖 ), 𝑥𝑖 ∈ 𝐵𝑝
13: Compute L𝐶𝐹𝑀
14: 𝑦𝚤 ← DΦ (𝑥𝚤), 𝑥𝚤 ∈ 𝐵𝑠
15: Compute L𝑁𝐷𝑁
16: L𝐽 𝑜𝑖𝑛𝑡 ← L𝑁𝐷𝑁 + L𝐶𝐹𝑀
17: Update 𝜃,Φ via L𝐽 𝑜𝑖𝑛𝑡 with SGD

18: return 𝜃 and Φ

Table 1: Number of instances in the dataset. RISE and FALL
denote the price movement.

Train Test

Period 2013/06/22-2018/01/01 2018/01/01-2018/06/20

RISE 29,067 2,906

FALL 26,778 2,678

Total 55,845 5,584

4 EXPERIMENTS
4.1 Dataset
We collected financial news articles and the manual labels from a

well-known newsvendor
1
in Taiwan from 2013/06/22 to 2018/06/20

along with the stock price data and Taiwan Stock ExchangeWeighted
Index (TAIEX) data for the same period. Note that all annotations

are provided by professional journalists when the articles are pub-

lished. We considered 1,566 stocks and 19 sectors in the market.

The statistics of training and test data are shown in Table 1.

4.2 Experimental Setup
We compare the performances of the above models with the fol-

lowing baseline models: (1) randomly guesses (Random Guess), (2)

Bag-of-words (BoW) + Random Forest [12], (3) FastText + Random

Forest [13, 19], and (4) Hybrid Attention Network (HAN) [11]. Be-

cause the previous works do not consider implicit information, only

explicit news articles are used for training thesemodels.We updated

the networks with a batch size of 64 using the Adam optimizer [15]

1
https://www.moneydj.com/

https://www.moneydj.com/


Table 2: Experimental results. Acc. denotes accuracy. The as-
terisk (*) denotes models that significantly outperform the
HAN𝑆1 at 𝑝 < 0.05 (using McNemar’s test).

Model Acc. (%) MCC

Random Guess 50.77 0.0147

BoW + Random Forest 50.97 0.0159

FastText + Random Forest 52.83 0.0485

HAN 54.37 0.0788

HAN𝑠1 53.85 0.0736

NDN𝑠1 (Proposed) 56.75* 0.1302*

HAN𝑠2 56.77* 0.1300*

NDN𝑠2 (Proposed) 57.89* 0.1536*

with a learning rate of 0.001. Furthermore, in our CFM, both stock

and news embeddings were projected into a 50-dimensional latent

space, i.e., 𝐾1=50.

In order to show the usefulness of implicit information, we ex-

plore the following settings in the proposed methods and HAN

model.

• Setting 1 (𝑆1): We fused all news regardless of the existence

of manual stock labels to evaluate the robustness of the

selection and attention mechanism.

• Setting 2 (𝑆2): We integrate manually labeled implicitly re-

lated news with explicit news to determine whether informa-

tion from related news aids the prediction task. For NDN, all

kinds of news were fed into the model. The results under this

setting can be considered as the upper-bound of the models

with implicit information.

4.3 Model Evaluation
In Table 2, we list the performances of the baseline models and the

proposed model. Firstly, HAN, which only uses explicit news, per-

forms the best among the baseline models, and the proposed model

(NDN𝑆1) significantly outperforms all baseline models. Secondly,

when under Setting 1, the performance of HAN drops slightly. That

means the extra news articles cause the noise to the HAN model.

However, the proposed model under the same setting performs well.

That means the proposed NDN model can distilling useful informa-

tion from the given articles. Thirdly, the experimental results under

Setting 2 (HAN𝑆2 and NDN𝑆2 indicate that the proposed model

achieves a higher upper-bound in stock movement prediction when

using manually-labeled information.

Apart from the accuracy and Matthews correlation coefficient

(MCC), testing the models on historical data is also an important

factor for evaluating the performance of models in the real-world

market. We further use the same testing period for an experiment.

We follow the portfolio construction strategies used in previous

works [6, 11] in the daily frequency to mimic the trader’s behavior.

At the beginning of each trading session, our model calculates a

prediction score given a news sequence for each considered stock

(1,566 stocks here). This score indicates the𝑅𝐼𝑆𝐸 probability relative

to the whole market index (TAIEX here). We then rank the stocks

based on this score and select the top 𝑘 with which we construct

the portfolio for the following trading day. We evenly invest in the

selected stocks according to their OpenPrices. After purchasing, the

Figure 2: Market simulation with various 𝑘-best portfolio.

stocks are held until we can sell them for a profit of 2%. Otherwise,

the stocks are sold at market prices at the end of the day. Also, to

approximate real-world trading practices, a transaction cost of 0.3%

for each trading is included. Note that we purchase $10,000 worth

of stocks equally for different trading portfolios.

To compare the performance of the proposed model, we not

only consider HAN as baseline but also use buy and hold strategies

for comparison. There are three buy and hold strategies, (1) we

long the most-mentioned stock, i.e., the portfolio construction is

based on the number of news items mentioning a specific stock,

(2) we long Taiwan 50 ETF, i.e., representative ETF, and (3) we

long TAIEX, i.e., stock market index. The simulation results are

shown in Figure 2. The NDN achieves the best performance with

accumulated profits of $8,053 when 𝑘 is 20. Moreover, since the

transaction cost increases once we purchase more stocks, the profit

does not cover the costs and begins to drop when 𝑘 is 25 and 30.

HAN and the naive baseline (1) thus begin losing money when k is

25. When 𝑘 is larger, NDN tend to converge on a similar profit since

their portfolios become similar. Among the naive baselines, Taiwan

50 ETF with our trading strategy even outperform the previous

method, HAN. In conclusion, this back-testing result is consistent

with the classification results discussed in the previous section: the

proposed methods make the best profit in comparison with the

previous method.

5 CONCLUSIONS
In this work, we discuss the problem of sparse temporal news se-

quences as well as the shortcoming of previous works that are based

on explicit news only. We propose a method to create dense tempo-

ral news sequences by extensively leveraging implicit information.

To discover implicitly related news given limited labels, we develop

news distilling networks. The experiments on the real-world data

show that the proposed methods significantly improve the accuracy

of stock movement prediction and yield greater profits than the

previous methods.
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