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Abstract

In this paper, we attempt to answer the ques-
tion of whether neural network models can
learn numeracy, which is the ability to predict
the magnitude of a numeral at some specific
position in a text description. A large bench-
mark dataset, called Numeracy-600K, is pro-
vided for the novel task. We explore several
neural network models including CNN, GRU,
BiGRU, CRNN, CNN-capsule, GRU-capsule,
and BiGRU-capsule in the experiments. The
results show that the BiGRU model gets the
best micro-averaged F1 score of 80.16%, and
the GRU-capsule model gets the best macro-
averaged F1 score of 64.71%. Besides dis-
cussing the challenges through comprehensive
experiments, we also present an important ap-
plication scenario, i.e., detecting exaggerated
information, for the task.

1 Introduction

As a prior research from a dataset obtained from
Reuters, one of the largest international news
agencies, over 65.66% of market comments con-
tain numerals. Without the numerals in market
comments, we will miss a lot of useful informa-
tion. Table 1 lists some instances of real-time mar-
ket comments. The topics include the descriptions
of market data (S1), financial statements (S2),
products (S3), analyst reports (S4), and events
(S5). From the table, we can see that numerals
provide more detailed information than words do.
For example, in comment (S1) we can learn that
the share price of Apple Inc. (AAPL) has fallen,
but we cannot obtain the percentage change or the
price quote without the numerals. Furthermore,
(S3) provides crucial information such as the date
(Q2) and the amount of sales with numerals (4.6

(S1) <AAPL> SHARES DOWN 4 PCT AT
$113.7IN MORNING TRADE
(S2) <AAPL> Q1 REV VIEW $75.08 BLN
(S3) <AAPL> - Q2 MAC SALES OF 4.6
MLN UNITS VS 4.1 MLN UNITS LAST YEAR
(S4) <AAPL>: CANACCORD GENUITY
RAISES PRICE TARGET TO $600
(S5) <AAPL> CFO SAYS REVENUE EX-
PECTED TO BE DOWN BETWEEN 5-10%
IN CONSTANT CURRENCY FOR Q1

Table 1: Instances of market comments.

(S6) S&P 500 <.SPX> UP 1.53 POINTS AT
AFTER MARKET OPEN

(S7) DOW JONES <.DJI> UP 8.70 POINTS
AT AFTER MARKET OPEN
(S8) U.S. Q3 GDP rises pct

Table 2: Instances for the proposed task.

and 4.1). These examples show the crucial roles
of numerals in financial narratives.

Table 2 lists three market comments selected
from our dataset as examples. Investors would
know from their experiences that the blanks in
(S6) and (S7) should be filled with quotes of the
opening indices of the S&P 500 and Dow Jones
Industrial Average (DJIA), respectively. Accord-
ingly, they would insert a 4th-magnitude numeral,
1840, into (S6), and a 5th-magnitude numeral,
16163, into (S7). We call such an interpretation
as numeracy, which is the ability to interpret sim-
ple numerical concepts at some given positions.

There are two challenging issues in (S6) and
(S7): to detect the target entity, and to understand
the type of information to insert into the blanks. A



more fine-grained question is shown in (S8). Af-
ter getting involved in markets and reading much
more news and market data, investors gain intu-
ition about market information. For example, in-
vestors can intuitively select a 1st-magnitude nu-
meral, 2.9, to fill in the blank in (S8). We are inter-
ested in knowing if neural network (NN) models
can learn this kind of numeracy from the numer-
ous market comments.

The contributions of this paper are four-fold: (1)
providing a novel task and a benchmark dataset,
called Numeracy-600K; (2) setting a strong base-
line with thorough evaluation of several neu-
ral network models, including the state-of-the-art
models, on the proposed task; (3) discussing the
details of the challenges; and (4) indicating an im-
portant application scenario, i.e., detecting exag-
gerated information, for the proposed task.

The rest of this paper is organized as follows.
Section 2 surveys the related work on the identi-
fication of numerals and misinformation. Section
3 defines the task and introduces the dataset used
in this study. Section 4 shows and discusses the
experimental results in the comprehensive experi-
ments. Section 5 presents an application scenario
of detecting exaggerated numerals in market com-
ments. Besides, we also extend the methodology
in the market comment dataset to the general arti-
cle title dataset. Section 6 concludes the remarks.

2 Related Work

Murakami et al. (2017) attempted to generate mar-
ket comments from stock prices. Their work used
only two kinds of numerals: the latest price, and
the difference of closing price between two days.
As seen in Table 1, however, market comments de-
scribe various kinds of topics along with numerals.
In this paper, we will provide experimental results
for general market comments and show the numer-
acy of various NN models.

Spithourakis and Riedel (2018) used language
models to predict numerals in clinical and scien-
tific datasets. They do not touch on numeral pre-
diction in financial market comments. In this pa-
per, we examine whether NN models can learn nu-
meracy to insert proper information into market
comments, rather than predicting exact numerals.
We will discuss the reasons in Section 4.3. Our
results give a positive answer to this question.

Several different approaches have been used to
detect false information and fake news. Wang

et al. (2018a) used both text information and im-
ages in tweets to detect misleading information.
Tschiatschek et al. (2018) identified fake news via
crowd signals, namely, Facebook users flags of
fake news. As mentioned in Shu et al. (2017), “the
underlying characteristics of fake news have not
been fully understood.” In this paper, we concen-
trate on market comments, and focus on exagger-
ated numeral identification in the comments.

3 Task Setting and Dataset

The task is defined as to test whether NN models
can learn numeracy by inserting the proper magni-
tude of numerals into a market comment. From the
human perspective, we may feel that something
makes sense intuitively, but this kind of feeling is
not precise. In (S9), human experience suggests
that inserting 7 into the blank would be better than
inserting 10. Even experienced investors may be
confused, however, if the candidates are 6.9 and
7. Therefore, to test the numeracy of a model, we
separate numerals into eight classes by the magni-
tude and ask models to predict a suitable range.

(S9) CHINA H1 GDP + PCT Y/Y

For the experiments, we collected 600K mar-
ket comments from Reuters. Numeracy means the
approximate range of a numeral at some given po-
sition. In our task setting, we classify numerals,
denoted as m, into eight classes by their magni-
tudes, as listed in Table 3. That is, we will exam-
ine whether NN models can insert a proper range
of numerals into a market comment, rather than in-
serting the exact number. In addition to the eight
classes, Table 3 also lists their distribution.

We predefine some extraction rules to extract
the numerals in the dataset automatically. Signs
(+, -, and /) were separated from numerals. Fur-
thermore, we only considered the magnitude be-

Magnitude Range Ratio
Decimal 0 ≤ m < 1 23.24

1 1 ≤ m < 10 37.53
2 10 ≤ m < 102 25.36
3 102 ≤ m < 103 12.21
4 103 ≤ m < 104 1.12
5 104 ≤ m < 105 0.29
6 105 ≤ m < 106 0.23

> 6 106 ≤ m 0.01

Table 3: Distribution of numerals in the dataset.



fore the decimal point, i.e., 10.08 was classified as
a 2nd magnitude. Finally, we separate the dataset
into training set and test set of sizes 500k and
100k, respectively.

4 Empirical Study

4.1 Models

We adopt seven different architectures for our task,
including CNN (Kim, 2014), GRU (Cho et al.,
2014), BiGRU, CRNN (Choi et al., 2017), CNN-
capsule (Sabour et al., 2017), GRU-capsule, and
BiGRU-capsule (Wang et al., 2018b). In our mod-
els, each word in the input sentence is represented
as a d-dimensional vector with word embeddings,
and all the words are concatenated in as a d × l
matrix, where l denotes the sentence length. Some
preprocessing was performed on the data. We
transformed all characters to lowercase. The sen-
tence representation was padded to the maximum
length of an instance. The target numeral to be
inferred is replaced with a special token <TRT>.
Appendices illustrate the detailed model settings.

4.2 Experimental Results

For our task settings, each model outputs the result
of the eight-way classification. We report the per-
formance of the models in F1 scores and analyze
the results by using confusion matrices.

Table 4 summarizes the experimental results.
Logistic regression (LR) with bag of words, which
are composed of top-1K frequent words, sets a
baseline for the proposed task. The BiGRU model
beats the other models with a micro-averaged F1
score of 80.16%, and the GRU-capsule model per-
forms the best with a macro-averaged F1 score of
64.71%. The RNN-based models outperform the
CNN-based models in both the general NN frame-
work and the capsule network framework. The re-
sults account for the importance of the order of the
context in market comments when inserting nu-
merical information. Further evidence supporting
this statement is that the CRNN model obtains a
higher performance than the CNN model does.

Figure 1 provides the evidence for the GRU-
capsule model performing the best with macro-
averaged F1 score. Comparing to the other mod-
els, the GRU-capsule model correctly predicts
54% of the data in the 6th-magnitude class, which
constitute 0.23% of the entire data. This result in-
dicates that the GRU-capsule model is able to find
some clues with the small size of training data.

Model Micro-F1 Macro-F1
LR 71.25% 60.80%
CNN 77.17% 58.49%
GRU 78.25% 58.08%
BiGRU 80.16% 62.74%
CRNN 78.00% 64.62%
CNN-capsule 75.89% 59.22%
GRU-capsule 77.36% 64.71%
BiGRU-capsule 77.97% 64.34%

Table 4: Experimental results.

Figure 1: Confusion matrices

4.3 Error Analysis and Future Research

In this subsection, we analyze some frequent er-
rors and point out some open issues for future
research on machine learning with market com-
ments. Table 5 lists some instances. (E1) indicates
the problem of a different contract for the same fi-
nancial instrument. That is, the government may
publish the same bond with a different coupon
rate. Whether we should replace <TRT> with
0.75 or 2.25 depends on the time of the auction de-
scribed in the market comment. As another prob-
lem, the DJI in (E2) is different every day, mak-
ing it hard to predict the actual amount of change.
As indicated by the confusion matrix, however, the
BiGRU model makes sensible predictions near the
truth. (E3) shows that models should learn the past
patterns (the change of the previous Disney quar-
terly revenue are always in 2nd magnitude) of a
target companys financial statements.

(S10) VOLVO <VOLVb.ST>: HSBC RAISES
PRICE TARGET TO SEK 105 FROM <TRT>

The numeral 10 is the ground truth for instance
(E4), and 95 should be inserted into (S10), but the
model predicted a 1st magnitude for (E4) and a 3rd
magnitude for (S10). Both cases show that mod-
els may tend to refer to previously occurring nu-
merals, 8 in (E4) and 105 in (S10), to decide the
magnitude of the target numeral.



T P Market comment Issue

E1 0 1 CANADA <TRT> PCT 2014 BOND AUCTION YIELD LOW 1.110 PCT,HIGH 1.121 PCT Different contract

E2 0 2 DOW JONES <.DJI> UNOFFICIALLY CLOSES UP <TRT> POINTS Market Data

E3 1 2 Disney quarterly revenue rises <TRT> pct Past patterns

E4 2 1 BILL BARRETT CORP <BBG.N>: BMO CUTS PRICE TARGET TO 8 FROM <TRT> Reference to other numerals

E5 3 2 Maersk Drilling wins $ <TRT> mln contract from Eni Main event

E6 7 6 OCC SAYS EXCHANGE-LISTED OPTIONS VOLUME REACHED <TRT> CONTRACTS IN MAY Varying amounts

Table 5: Error analysis (T: truth; P: prediction; 0: the decimal; 7: magnitude greater than 6)

0 1 2 3 4 5 6 7
Market Drilling 0 1 0 2 0 0 0 0
wins 0 489 177 266 17 1 3 1
mln contract 0 39 46 30 1 0 0 0
Eni 0 51 11 2 12 0 4 0

Table 6: Co-occurrence statistics of (E5)

Table 6 lists the co-occurrence statistics of the
keywords and each class label for (E5). From the
prediction of the 2nd magnitude, we find that mod-
els do not focus on the most frequent word (wins)
but on the key term (mln contract) in this com-
ment. Besides, the influence of company names
(Maersk Drilling and Eni) may be less than that of
the key term. Therefore, we infer that the models
can capture the main event in a market comment.

In (E6), the <TRT> label should be replaced
by 377,539,997. Volume patterns vary, how-
ever, for different financial instruments. For
example, the trading volume of Alphabet Inc.
(GOOG) was about 4,760K (the 7th magnitude)
on 2018/04/24 but about 899K (the 6th magnitude)
on 2018/05/25. This indicates that trading volume
can be diverse even for the same stock.

The task setting in this paper is the coarse-
grained setting for numeracy. More fine-grained
settings toward numeracy can be extended in fu-
ture works. For example, leveraging the taxonomy
of the numeral information (Chen et al., 2018) and
understanding the relationship between the named
entities and the numbers (Chen et al., 2019) may
be able to improve the performance of learning nu-
meracy.

5 Discussion

Fake news has brought negative effects, especially
in the 2016 U.S. presidential election (Bakir and
McStay, 2018). In the financial domain, even one
piece of negative information can cause a stock
price to crash. If someone with bad intentions

introduces fake information about a company, its
stock price can be influenced violently. Espe-
cially during trading hours, investors might not
have enough time to verify such news, and the
company could not declare its falsehood rapidly
enough. In this section, we provide a first re-
port of the simulated experimental results focus-
ing on financial market comments, suggesting the
capability of the models to detect such exagger-
ated numerals in market comments. We further
experiment on The Examiner dataset1 to show the
numeracy of models toward the article titles of
crowdsourced journalism.

5.1 Exaggerated Numeral Detection

To examine the BiGRU models reasoning ability,
we multiply the numerals in market comments by
different distortion factors. Then, the model aims
to detect whether a numeral is correct, overstated
or understated. For example, 138 in (S11) with
10% distortion factor will become 124.2 (-10%)
and 151.8 (+10%), and both are considered as ex-
aggerated numerals.

(S11) SPLUNK INC <SPLK.O> SEES Q2 2016
REVENUE $138 MLN TO $140 MLN

In this experiment, we release the boundary lim-
itation, and test the numeracy for all real numbers.
For instance, the altered results of 138 with 10%
distortion factor are in the same magnitude, and
that with 30% distortion factor, 96.6 and 179.4,
are in different magnitude. Table 7 lists the exper-
imental results. We find that the model obtained
better performance for numerals distorted by more
than 50%, with more confusion in the range be-
low that. Furthermore, according to the micro-
and macro-averaged F1 scores, the performance is
similar among the three different cases (i.e., over-
stated, understated, and correct).

In summary, our experiments show that we can
not only learn the concept of magnitude, but also

1https://www.kaggle.com/therohk/examine-the-examiner



Distortion factor Micro-F1 Macro-F1
±10% 58.54% 57.87%
±30% 56.94% 56.11%
±50% 57.69% 56.85%
±70% 70.92% 70.85%
±90% 76.91% 76.94%

Table 7: Results for exaggerated numeral detection.

M 0 1 2 3 4 5 6 7
% 0.08 35.18 30.94 8.71 24.21 0.57 0.31 0.01

Table 8: Distribution of numerals in the title dataset.
M.: magnitude; 7: M > 6.

discover the concept of the reasonableness of the
numerals in financial tweets. This kind of numer-
acy can be applied to many potential application
scenarios, e.g., avoiding fat-finger error in the fi-
nancial market, detecting the carelessly wrong of
dosage in the doctor’s advice, and so on.

5.2 Numeracy in Open-Domain Article Titles

The distribution of the numerals in the article title
dataset is shown in Table 8. Comparing with the
distribution of market comments, few article titles
use decimal. On the other hand, writers of arti-
cles use more 4th-magnitude numerals than those
in market comments. Total 23.25% of titles con-
tain at least one numeral. Although the proportion
is lower than that in the financial narrative, it still
shows that numerals are important and informative
in the general description.

The experimental results are shown in Table 9.
The BiGRU model outperforms the other models
in both Micro-F1 and Macro-F1. Based on the ex-
perimental results on both datasets, BiGRU may
be the best model for learning numeracy. In gen-
eral, models perform relatively worse in the article
title dataset than in the market comment dataset.
The performance gaps may be caused by the fol-
lowing reasons. (1) The topics in titles are more
diverse than those in market comments. (2) To at-
tract more clicks, title writers may use a catchy nu-
meral, which can be an exaggerated number. The
illogical numbers may not only confuse humans,
but also models. We leave the in-depth experiment
on applying numeracy to detect illogical numbers
in the future work, because more fine-grained an-
notations are needed.

We further adopt the BiGRU model to test the
numeracy with the cross-source data, i.e., one

Model Micro-F1 Macro-F1
LR 62.49% 30.81%
CNN 69.27% 35.96%
GRU 70.92% 38.43%
BiGRU 71.49% 39.94%
CRNN 69.50% 36.15%
CNN-capsule 63.11% 29.41%
GRU-capsule 70.73% 33.57%
BiGRU-capsule 71.49% 34.18%

Table 9: Experimental results of titles.

Training Test set Micro-F1 Macro-F1
Comment Title 31.38% 11.08%

Title Comment 25.59% 10.58%

Table 10: Results of learning cross-source numeracy.

serves as the training set, and the other as the test
set. The results in Table 10 show the difficulty of
transferring numeracy toward different sources.

6 Conclusion

We present a novel task of learning numeracy with
the Numeracy-600K,2 including the market com-
ments and the ariticle titles. The experimental re-
sults show that NN models can learn the proper
range for a target numeral from contextual infor-
mation. An experiment on an application scenario
of exaggerated numeral detection suggests the ca-
pability of the proposed NN models. In future
work, we plan to extend our work to further appli-
cations such as detecting exaggerated statements
by investors in social media data.
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A Appendices

We report the details for the replication of the ex-
periments in the following appendices.

A.1 Convolutional Neural Network (CNN)
We construct a CNN model for numeracy. Mod-
ified from the CNN for sentence classifica-
tion (Kim, 2014), in our model, each word in the
input sentence is represented as a d−dimensional
vector, and all the words are concatenated in as a
d× l matrix, where l denotes the sentence length.
The target numeral to be inferred is replaced with
a special token <TRT>. The output of our CNN
model is a softmax layer that generates the proba-
bility distribution over the magnitudes for the tar-
get numeral.

The details of our CNN model are described as
follows. The size of the first layer, the embedding
layer, is set as d = 300. We set l = 73, which is
the longest sentence in the dataset. Padding is per-
formed for shorter sentences. The second layer is
a convolutional layer with filter size 8. The third
layer is a fully connected layer with dimension 32,
which functions as a max-pooling layer. To avoid
overfitting, a dropout layer is added with a dropout
rate of 0.3. Finally, two activation functions, the
rectified linear unit (ReLU) and softmax, are used
in the last two layers. We chose to use the Adam
optimizer.

A.2 Gated Recurrent Unit (GRU)
We construct an RNN-based model for numeracy
with GRU. The tokens in the sentence are input
as a sequence. Each token is represented as a d-
dimensional vector. The target numeral is replaced
with the special token <TRT>. The architecture
of the GRU model in this paper consists of a 300-
dimensional embedding layer, a 64-dimensional



GRU layer, and a dropout layer with a dropout rate
of 0.3. The final two layers and the optimizer are
the same as those in the CNN model.

A.3 Bidirectional GRU (BiGRU)
The bidirectional RNN model, BiGRU, merges the
outputs from both directions of the GRU model.
Because units of measurement provide the impor-
tant clues for numeral, a bidirectional architecture
is expected to be useful with the right to left in-
puts. For example, the difference between (C1)
and (C2) is the unit of measurement (i.e., POINTS
and PERCENT), and it leads to different results of
the magnitude of numerals.

(C1) DOW JONES <.DJI> UP 8.70
POINTS

(C2) DOW JONES <.DJI> UP 0.05
PERCENT

A.4 Convolutional Recurrent Neural
Network (CRNN)

In our CRNN model, a CNN layer extracts fea-
tures for each segment. Then, a max-pooling layer
in the CNN model is replaced by an RNN layer
and aggregates the extracted features. To exam-
ine whether replacing the pooling layer with the
RNN layer can improve performance in our task,
we keep the other components of the CRNN model
the same as those in the CNN model, and replace
the max-pooling layer with the 64-dimension Bi-
GRU layer.

A.5 CNN-capsule
We also introduce one of the latest architec-
tures, capsule network, to the task of numeracy.
We combine the capsule network with either of
the CNN and the GRU models. The structure
of the CNN-capsule model begins with a 300-
dimensional embedding layer. The second layer
is a convolutional layer having a kernel size of 9
and using the ReLU activation function. The third
layer, called the primary layer, is used to retain the
order of context information, including one convo-
lutional layer with 32 channels. Finally, the cap-
sule layer outputs an n × dim matrix, where n is
the number of classes, set to 8 for this paper, and
dim is the dimension of each capsule, set to 16.

A.6 GRU-capsule
The GRU-capsule model begins with a 300-
dimensional embedding layer, followed by a 64-

dimensional GRU layer, which returns the full se-
quence of outputs. To compare the impacts of the
CNN and RNN frameworks in the CapsNet archi-
tecture, we keep the primary and capsule layers
the same as those in the CNN-capsule model.

A.7 BiGRU-capsule
We further explore the bidirectional GRU model
with the addition of capsule network. The BiGRU-
capsule model consists of a 300-dimensional em-
bedding layer, bidirectional GRU layers with a
64-dimensional hidden state, and the primary and
capsule layers described above.


